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This paper describes the concept of Time-Expandddecision Networks (TDN), a new methodology
to design and analyze flexibility in large-scale gaplex systems. This includes a preliminary applicabn
of the methodology to the design of Heavy Lift Lauch Vehicles for NASA’s space exploration
initiative. Synthesizing concepts from Decision Thary, Real Options Analysis, Network Optimization,
and Scenario Planning, TDN provides a holistic frarawork to quantify the value of system flexibility,
analyze development and operational paths, and idéfy designs which can allow managers and
systems engineers to react more easily to exogenaugertainty. TDN consists of five principle steps,
which can be implemented as a software tool: 1. Dga a set of potential system configurations 2.
Quantify switching costs to create a “static netwdt” that captures the difficulty of switching among
these configurations 3. Create a time-expanded de@n network by expanding the static network in
time, including chance and decision nodes 4. Evalteaminimum cost paths through the network under
plausible operating scenarios 5. Modify the set dhitial design configurations to exploit high-leveage
switches and repeat the process to convergence. Rié&s can inform decisions about how and where to
embed flexibility in order to enable system evolutin along various development and operational paths.

Nomenclature

Cai = estimated lifecycle cost of the i-th systemfiguration (design)
Co = cost of DDT&E
C: = fixed recurring cost per time period

variable cost as a function of demand
Csw(A,B) = cost of switching from A to B

O

Coey (B) = DDT&E of the new system configuration B
Cr(A) = cost of retiring the old system A

Di,j = demand for system configuration i duringipe
r = discount rate

T = number of time steps considered

AT = time step

[. Introduction

here is increasing recognition tredaptability is a critical determinant of the long-term effeetiess and, in

relevant cases, profitability of complex technipabducts and systems. Many complex systems exhidit
degrees of architectural lock?imaking them difficult to adapt and manage in #heefof environmental change and
uncertainty, and by extension hindering adaptgbilibck-in has been the subject of much researsfaiious fields
including engineering (dominant desigf))economics and politics and other topics concemigll systems design
and innovation management. The exact causes ofifoate still debatet They are generally acknowledged to be
multidimensional, taking root in socio-technicasiss such as network externalitjgsthe cost of learning new
technologie$ and operating procedures, the risks associatdt smittching to new systems, the trade-off between
operating slightly inefficient fielded technologiaad developing new technologieand broader issues associated
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with political and organizational inertfa For large-scale technical systems, these factmmsbe grouped into the
general concept adwitching costswhich are weighed—whether formally or informallggainst the benefits of
switching to new systems, products or operatinggulares. Switching costs can be real dollars, antifiable
costs associated with personnel considerationgjgabimplications, or the time it takes to switcrhey are further
associated with what might be calkeditching risk*.

Increasing the adaptability or flexibility of a $§ym demands lowering future switching costs beftire
environmental changes which demand a switch afish.has used the concept of switching costs toviinere to
embed flexibility in automotive platforrifs We argue that system designers must mitigate ctgses of
architectural lock-in at the design stage, befgstesns are fielded. Much recent research has attébe need to
design for flexibility and methods to design farReal Options Analysis for example, is a methodabdfiing system
flexibility by framing system design in terms ofosk-option theory. Similarly, the concepts of Spiral or
Evolutionary Development emphasize the need fotiwoal development and improvement of large systeatiser
than all-at-once development and operation. Atrthere, these methods seek either ways of systeatigtiand
strategically identifying the benefit of variousls of flexibility and introducing it at the desigtage, or delaying
critical design decisions until environmental unaities are resolved. The differences betweentabdipy in the
systems themselves versus adaptability in the mysdevelopment process have recently been clarifigd
Haberfellner and de Wetk

Building on these studies, we introduce a new nuluigy and associated modeling tools to design [Veade”
complex systems. Given their size and long-lifeleyc complex technical systems are best charaeterés
operational organizations evolving in the face »dgenous uncertainty, able to take various devedoprpaths
when confronted with environmental change, rathantfixed sets of technical components. In a nddformation
theory, the determinant of a system’s “evolvabilitya function of the number of possible statest thmight take,
rather than the state it is in, with the crucialezt that alternating between states incurs soma ¢d switching
cost TDN presents a method to clearly and rigoroudpresent feasible paths and, to the extent possible
quantifying expected switching costs. These pattis @sts can then represented on a directed netwitinkarc-
costs representing cost-elements incurred duriagsyoperation, and expanded through a life-cysiegustandard
methods from network theory, called a time-expandetivork. Once formulated, designers can use the-ti
expanded decision network to conduct scenario pigrend iteratively design more evolvable complgstams.

As noted, while the sources of architectural latkare multi-dimensional, from an economic perspeciti stems
from high capital expenses (capex), whether moype&tanot, associated with switching to new systeffnamed this
way, the problem becomes fairly simple: locked-ifi accur if the cost of switching from one systewnfiguration

to another exceeds the expected benefits, disabattsome rate and assuming a level of risk (Sidfohin order

to design for adaptability, we must lower switchowsts. This insight leads directly to two impottgaestions: (1)
How can we quantify switching costs? (2) Once qgtiad{ how can we design systems to diminish therapriate

elements of switching costs in order to improve-tif/cle adaptability and, by extension, perform&nthe TDN

methodology described in the next section addrebmse questions explicitly. Section 11l then applthe method
to the specific example of launch vehicle developthaad operations under demand uncertainty.

II. Time Expanded Decision Network (TDN)
TDN Methodology Overview
The TDN methodology involves identifying and quéyitig switching costs, creating an optimization rebbdased

on the concept of a time-expanded network, andingnthis model under probabilistic or manually gexted
demand scenarios to identify optimal designs. THNn effect, a method to run “quantitative scematanning” for

*Fora good overview of Real Options Theory, see=dlFOptions in Capital Investment: Models, Stragegand Applications.”
Edited by L. Trigeorgis

% The problem is actually a bit more complicateduasertainty in the operating environment creatégrther incentive not to
switch even if the benefit is equal or slightly abdhe cost of switching. This is due to the féet environment could change
again, making the switch unnecessary, so theréhsrzefit of waiting.” This phenomenon has beenechfsunk cost hysteresis”
by economists and has been studied and modeledseses!:. The phenomenon is outside the scope of this papercould be
included into the methodology later.
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system design, in which system responses are eticttidteugh a time-expanded network. The crux lies in
identifying how and where switching costs are imedrand how these can be lowered in order to magimi
adaptability and, perhaps more importantlgterminingexactly how much one should be willing to spenidwuar
these switching costs at the development stage.

The TDN methodology consists of the following fisteps (Fig. 1):

1.) Design a Set of feasible System Configurations

2.) Quantify Switching Costs and Create a Static Network

3.) Create a Time Expanded Network based on the Static Network

4.) Create Operational (Demand) Scenarios, Evaluate Optimal Paths

5) Modify System Configurations to leverage/exploit easier Switching

Figure 1: Flow of the 5-step TDN Methodology

These steps are described in more detail belowgusigeneric example of designing a system withetipotential
instantiations (configurations) and then implemdntethe following section (Section 1ll) in the dert of launch
vehicle design and operations.

Step 1: Design a Set of feasible System Configurations

The first step involves creating a family or setirafependent designs. This can be a core platfothh aptions to
expanded or wholly unrelated point designs. Onageptual design configurations have been refineel, basic
elements of life-cycle cost for each point design be estimated. These are:

1. DDT&E (Design, Development, Testing and Evaluation)
2. Fixed Recurring Cost during Operations (independédemand)
3. Variable Recurring Cost during Operations (depehdardemand)

DDT&E generally includes design, analysis, testing obsgatems, system integration, system tests, and
construction of any ground equipment and faciltfieBixed recurring costsire those incurred regardless of demand
and/or expected changes in the operating envirohnmeciuding labor, facilities, overhead. For largemplex
systems, labor is usually a driver for fixed remgrcost.Variable recurring costs a function of the demand during

a given year or time period. It includes operatiogts, production materials, and variable labotsg@mong other
elements. Models of variable recurring cost ofteee into account benefits of learning, which restucost per unit

as a function of cumulative production levels.

Regardless of how these three traditional cost-efesnare modeled, they are generally used to dstilifia cycle
cost,C,;, of a given desigh as a function of the number of periddsand the demand in each peridﬂi,’j :

;
CLci(D.T)=Cpi + G xT+ 3 Gi (D)) (1)
i=1
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Note that discounting (time value of money) coutditicluded, which leads to:

Crci(D, T)=Cp; + i R (J'q’j)
= (1)

()

Step 2a: Quantifying Switching costs

Once a set of system configurations (e.g. a fawifilpotential launch vehicles) has been designed,tha three
traditional cost-elements (DDT&E, fixed, variabéstablished for each point design, we must nowtifyetme cost

of switching between these system configuratiorsnéted, switching costs are difficult to quantifgcause they
combine direct production costs as well as indimganizational and political costs associated \a#rning and
changing established operating procedures. Focouent purposes we assume that switching costpmdrand

two principal elements:

1. Technical cost associated with altering and prauyai new configuration and/or technology
2. A premium for organizational change

The first element includes the cost of designinglding, and testing the new syste@h£y) and the cost of retiring
the old system(z). Thus, the technical cost of switching from cgofiation A to B is the cost of developing B, plus
the cost of retiring A:

Csw(A B) =Cppy (B) +Cr(A) 3)

The key assumption is that A and B will not operatacurrently, however, there ég@mmonalitybetween A and
B—that is, if A and B share common subsystems er lmsed on common pIatfoH%s—CDEv and c,must be

estimated using more detailed analysis of whiclsgstiems are re-used and which must be changedoréh@um

for organizational change is optional, but can tiaear function of the number of people involveddiesigning and
operating the technology. As a whole, adequatebntifying switching costs is a difficult problem igh merits

further study. One example is presented belowhércbntext of launch system design (Section 1l1).

Step 2b: Creating the Static Network

Once switching costs between system configuratitmge been estimated they can be placed in a matit,
original system configurations (“from”) on the roasd new system configurations (“to”) as the colamro take a
generic example, imagine three possible point desigr a given system: A, B, C. The costs of sviitgHrom each
to each,c, (x,y) is placed in a matrix (Table 1). Numbers at eaghic the matrix represent the cost of switching

from theith row (configuration) to thgh column (configuration). The matrix is not nezady symmetric.

Table 1: Example switching costs between system B,and C

Switching Cost ToA ToB ToC
From

A> 0 Cqw(a,b) Csw(ac)
B> Csw(b, @) 0 Csw(b,C)
c> Csw(C, @) Csw(c,b) 0

This matrix is formally equivalent to what is callanode-node adjacency matrix graph theory/*and network
flow theory more generally. That is, the matrix fitching costs defines a network whose nodes tarepoint-
designs (configurations) and whose arc weightgtaeswitching costs according to Eq. (3). The tasgligraph is
represented in Figure 2.
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Figure 2: Graph representation of the switching casmatrix between A, B and C

We call the representation above a “static netwadtlcovers all possible switches between the tlagstems at any
given point in time. Because allnodes in the graph are connected to all nodeseisaw/to themselves, as a rule
the number of arcs in this static network will i It is important to note that the switching coss@ciated with
staying in a given system configurations (at theesaode in the static network) is zero. This dagsmean that the
cost for keeping the system operating in that guméition is zero—there are still fixed and variatgleurring costs.

Step 2¢: Completing the Static Network

To frame the system’s life-cycle as a holistic dymanetwork flow problem we must add costs assediatith
developing and operating the system, see Eq. (I;Bn we must add the element of time to each Tithle costs

associated with running each system configuratop (C.. , C,, ) on the static network above can be coded into the
network as follows:

Let N represent the static switching network defined &b@’ig. 2) consisting of a set of nodes (point gies)

P, PP, ..., B, and oriented arcs associated with switching c&@gi.j). Let P, represent the directional arc
from node P to node PJ- . Associate the self-loops (that is, all arcs framode to itselP, ) with the sum of fixed

recurring and variable recurring cost elementgHat configurationi.

T
Ri =G +2. Qi (D) (undiscounted) (4)
j=1

Now create a source no&and a sink nod& and connect them both to all nodes with appropdattional arcs.
Associate all arcE’Sj flowing from the source to the point designs wtitle development cost of designG;Dj .

This represents the DDT&E cost of the initially ska configuration. Associate all arcs flowing frpoint designs
to the sink sz with the cost = 0. The result is a static network with all informaticelevant to the life-cycle cost,

as a function of demand, encoded in the arcs.

” Making all sinks arcs = 0 makes the assumptionttieae are no retirement costs associated witsysem at the
end of its lifecycle. Retirement costs could beogleal into the network at these arcs.

5
American Institute of Aeronautics and Astronautics



.7 - ) N CD (C)
Cp (a/),’ S (b) AN

! \
\

!
! C, =Cpyi+ CVb(Dy) \\

Figure 3: Complete Static Network representing swithing and staying costs, as well as development ts
Development is represented by the dotted line froreource S to all nodes. Retirement is represented liiye
dotted line from all nodes to the sink Z.

Step 3: Creating the Time Expanded Network

The goal of the TDN is to capture the cost of ofiegaand switching system configurations throughetj seeking
least-cost paths through the network as a funabibehanging operational requirements such as denmiahe
network above captures all possible developmenhspaturing a system’s life-cycle assuming the set of
configurations represented in the initial statibwegk, but it is nodynamie—that is, it does not include the element
of time. The introduction of time into a directedtwork transforms it inta minimum dynamic network flow
problem The generic problem involves finding min or mastflows from a sources, to a sinkZ, in a directed
network with transversal costs, Dynamicnetwork flow problems further associate each aith two variables:
traversal cost¢, and a traversal time Often the reformulated objective is to find theximum flow that can be
sent through the network in tin®e where costs represent maximum capacity. A saiutiothe maximal dynamic
network flow problem was first presented by Fordl d&ulkersoh’ (Ford, and Fulkerson 1958) and subsequently
elaborated upon in a host of different practicadli@ptions.

Dynamic network flow problems can be solved by mefialating the dynamic network intoteme-expanded static
network and then solving a traditional max or min costflproblem on the resulting static netwdfulkerson
1958, others)A time expanded network splits the problem ifitdime periods, with each node in the original
network duplicated every time period. Arcs conrteet nodes depending on traversal period, and thene¢work
contains only cost information for each arc. Methdo reformulate static networks into time-expahdetworks
are well established (see Ford, Fulket$opp. 146). We first divide the life-cycle infotime periods and associate
each arc with a traversal time, For simplicity and generality, let us assume hba each arc in the network
(switching or staying) takes exactly one time p@idf to traversé! Each node in the static network is duplicated in
each time period, and arcs between these nodexpaaded through the new network based traversaktt.

™ Alternations to this assumption can easily be mzeed on specific modeling needs. Sometimes, fample, switching to a
new system will take multiple time periods. Thesedk of issues can be addressed in different wgysSds example, by
changing the length of each time period or changfiregcost of switching to take account of the thet it is really spread of
multiple time periods (years). For our modelinggmses in Section Ill, we assume that one time gési@ne calendar year, and
that it corresponds to making major developmenisitets in context of the yearly budget reviewshia US government.
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Figure 4 expands the static network created by thgtizal system configurations A, B, C, into a timganded
network over 3 time periods, T1, T2, T3. It is assd the traversal time associated with each agastly one time

periodAT. Flow starts at the start nod®,and ends at the end node,

T1 T2 T3
C: +C,(d)
~
Co(a Yol Cswl@b) AR
7 \ ~ ~
\ ~ N
7/
S ’ \;_
kK—---- =TT N" il ===
N \
‘\ \ P
\ \ //
\ \ Ple
\

Figure 4: Example Time Expanded Decision Network

Figure 4represents the development alternatives and cestsadife-cycle, given three system configuratiohsB,
C, and our four elements of cos€f,C.,C, ,Cg, ), however, one critical element is still missiifja path

through the network includes a switching arc, thpéetrating arc” during that time period will havesheavoided. In
other words, a min-cost flow through the above wekwcan selectively chose to avoid periods of tdgimand by
switching before them. In reality, an existing gystwill continue to operate to meet existing demahde a new
one is being developed.

We therefore introduce a final distinction, takimgue from decision theory, between chance naukksi@cision
nodes, and thereby decoupling operating costs Bwitching periods. This is done by splitting eairhet period
with chance nodes at the beginning, and decisiale®iat the end. Fixed and recurring costs are pocated into
the sub-arcs following the chance nodes at thenbéyj of each time period (let us call thethance arcs
Switching costs on the other hand are incorporatiedthe arcs following the decision nodes at thé ef each time
period (let us call thendecision arck The chance arcs represent the costs of operttengystem at a level of
demandD, in time period T. The resulting time-expanded network is as follgkig. 5):

T1 T2 T3
Ce +C,(d)
ORRFc s a Yo S us FoSsuN
Co(@) |/ v M Canl@b) .
// \\ \\ \\\\
K- O L O - O ()
\\\ \
\
©  |O-T-pO PO

Figure 5: Time Expanded Decision Network. Chance ries are circles, decision nodes are squares.
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Step 4a: Create Operational Scenarios (Modeling Demand)

It is now possible to introduce operational scasmdver time, by changing the cost of traversirgdhance arcs as
a function of operational demand and by creatingoua demand scenarios. Demand scenarios can beetgis

involving levels of demand at each period, or philistic. A simple way to examine the space of dedcha
possibilities is to create a number of discrete aleanprofiles that are likely to occur over times (isteadily rising

demand, constant demand, falling demand, and delimiombination of the three) and applying thesehto

network. Another way involves modeling using GeaineBrownian Motion (GBMjJ°, and applying multiple

combinations of demand scenarios (Fig. 6).

x 10° Demand Brownian Motion Model: MonteCarlo Simulation
~ \ \

1.4

1.2

1

0.8

Demand [N _ ]
user

0.6

0.4 | |
0 5 10 15

Time [years]
Figure 6: GBM model of uncertain demand AT = 1 month, Do = 50,000p= 8% p.a.,g=40% p.a.— 3
scenarios are shown (de Weck et al. 2004)

The important point with respect to the TDN methody is that these costs can be calculated usipgrate and
standard cost models and then used as inputs tiintkeexpanded network. That is, the total cosppérating in
each time period can be computed as a functionhef demand scenario and the particular present state
(configuration) of the system, and thiéiese costs can be used as the cost of traverseghtance arc in that time
period

Step 4b: Finding the Optimal Path

The ultimate goal for the simulation is to find thet, or sets, of designs that minimize life cyadst under various
demand scenarios. By extension, we want to idergifgctly where lowering switching costs may maxgniz
adaptability. The set may, or may not include nitian one point design, depending on the relevditsraf the

four cost elements@,,C. ,C, ,Cg,,) and the demand at each time period. In other sydhis may or may not
involve switching from one design to another dutting lifecycle.

Once the costs of operation are coded into theagharcs of the time-expanded network, finding least paths
involves implementing standard network optimizataigorithms. If no loops exist in the network, asHig. 5,
nodes can be order topologically—that is, ordereterms of how far they are from the source. Whes is the
case, a simple reaching algorittfncan be used to find the shortest path. The regchligorithm is used in this
paper. For each operational scenario a differetit gfarough the TDN may be optimal. We are interste
identifying those configuration&,B,C... that are most often chosen as initial configoret and those switches3

j that are selected most often to switch amongeticesfigurations.

Step 5: Modify System Configurations (I terative Design)

Once formulated, the time-expanded decision netwiaokiel is a powerful tool to help formulate andrrefinitial

point designs as well as identify opportunitiesdommonality and real options among these configana. A real
option is simply a feature that is embedded inratial design configuration to lower future switolgi costs. The
TDN can be used in many different ways to creagivééntify point designs that may lower future aaéarg costs.
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By combining myriad demand scenarios and networtimopation algorithms, designers can selectiveledw
elements of point designs, increasing and decrgasiimmonality, to see exactly how this affects tieast

operating and development paths through the netwiakvill be illustrated in the example below (Sentlll), this

information can be used to exploit high-leveragétdwes, that can serve to open vast new operatinges that
would never have been exploited had switching agtioot been incorporated into previous designs.

IIl. Application of TDN to the Design of Heavy Lift Launch Vehicles

The TDN method described above has been programasiadfunctional Matlab tool and applied to the frobof
designing an “evolvable” Heavy Lift Launch SysterL{V) for NASA’s Space Exploration Visiofi: For this
problem, four different initial vehicle configuratis were created— one clean sheet design, one basgédolved
Expendable Launch Vehicles (EELV) and two basedSbmttle-Derived vehicle alternatives—and relatedt co
elements and switching costs were computed. Thhadetogy was run using 10 plausible scenarios fordr and
Mars exploration campaigfs and total life-cycle costs were calculated. #itiesults demonstrated preferred
vehicle configurations, and iterative methods difi@dtthe exact value of lowering switching costslar a uniform
probability distribution.

Step 1: Initial System Configurations

The model was implemented using four point desigingiterest to NASA during the heavy lift launchcitgon
(Fig.7). An N diagram showing the components of the launch \ehiodels is shown in the Appendix.

[

'E\';‘

Figure 7: Four launch vehicle point designs used ithe TDN. From left to r,ight: Shuttle Derived A (1);
Shuttle Derived B (2); EELV derived C (3); Clean Sket D (4)

1. A: Shuttle Derived Inline Heavy Lift; 3 Space ShaitMain Engines; 2 four segment solid rocket
boostersPerformance: 80 metric tons to low earth orbit

2. B: Shuttle Derived Inline Heavy Lift; 3 Space ShutMain Engines; 4 four segment solid rocket
boostersPerformance: 115 metric tons to low earth orbit

3. C: Evolved Expendable Launch Vehicle (EELV) derivedket; Delta V core; 2 Zenith boosters;
Performance: 62 metric tons to lower earth orbit

4. D: Clean Sheet Heavy Lift Vehicl@erformance: 105 mt to low earth orbit

After performance and risk were estimated for eaghfiguration, the first step of the TDN processoived
estimating development costs for all four vehichsswell as fixed and recurring operating costs &snation of
demand. This was done by NASA and supplementetidptithors using traditional cost-estimating tobts. more
information on this process and underlying assupntof this case study see (Silver 2605)

Step 2: Calculating Switching Costs and Create Static Network

The next step involved calculating switching cdséween the vehicle configurations shown in FigAZ.noted
above, this depends crucially on the amount of conatity between the systems and any real optioese(ved

¥ For an N-squared diagram of the software prognarated to run the TDN methodology, sggpendix B
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interfaces, extra margins...) embedded in them. 8ystean share subsystems at different levels. Fampbe,

Shuttle-derived vehicles and EELV derived vehigteght be designed to use common large-scale swagssuch
as launch pads, with minor alterations. At a deépeel, two shuttle derived vehicles might shalraast all first

order subsystems—Ilaunch pads, manufacturing fasilirocket boosters, main engines—with alterationly to

specific second-order subsystems—i.e. the extduedtank. To calculate switching costs, then, westbreak the
system into its constituent subsystems to idetifjpmonality at the appropriate level.

Shuttle Derived DDT&E (Facilities)

Sub-system lnline Baseline | loline 5seg | SMBaseline | SMS Seg
Launch Pad 90 90 80 80
VAB Integration 160 160 10 10
VAB Storage 0 0 0 0
Mod MLP 300 300 10 20
New MLP 0 0 0 0
Crawler Transportation 0 0 0 0
Launch Control Center per CR 12 12 12 12
LCC Backrooms 4 4 4 4
Payload Canister 10.5 10.5 0 0
Payload Transporter 9 9 5 5
SSPF 85 3.5 0 0
GSE 50 50 50 50
Stacking Safe Haven Facility 0 250 0 250
Software 200 200 100 100
Hardware 100 100 200 200
Surge Bulding 0 3 0 3
Total 939 1192 471 734

O Inline/Side-mount Difference
O 4seg/4seg Difference

Figure 8: Estimating Switching Cost by decomposingubsystems.

To take one example of how point designs can irv@emmonality at a level deeper than the major ysibm
level, imagine four shuttle-derived point desigRig( 8): A side-mount configuration with four segmaolid rock
boosters (SRB); A side mount configuration withefisegment SRBs; An inline vehicle with 4-segmenBS§Rand
an inline launch vehicle with 5-segment SRBs. Eatthese system pairs has commonality in a diffevesly—
some share the same solid rocket boosters, othergline. Calculating switching costs between ¢hegstems
demands examining how their common elements affelbsystem design. Figure demonstrates how thishean
done by decomposing major subsystems and examivtingthey affect facility design. In this case sofaeilities
are common and some facilities must be alternategidate either four or five segment SRBs, andlaitpisome
must be altered to create inline or side mountalebi These elements are not mutually exclusivetlage:fore the
switching costs between each system must takeagttount what is already built and what has yeetblt.

In the TDN simulation the resulting switching colsetween systems 1,2,3,4 are presented in Tabdtob

Table 2: Switching Costs ($M) between four launchehicles

Switch Costs 1 2 3 4

1 0 2285 | 4600 | 8900

2 0 0 4600 | 8900 i
3 6718 | 8848 |0 8900

4 6718 | 8848 | 4600 | O Ty

|

i

i M
Step 3: Create Time-Expanded Network and Demand Scenarios - il

Once the four cost elements were determined, wateniehe time expanded network (Figure ). In thisecwe had
four system configurations and divided the timeizwor it in to four periodsTen demand scenarios were created.
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Modeling demand is a complex process and can be ilomany different ways. Demand in our case ineslliow
many tons of payload need to be shipped to lowheanbit (LEO) per time peridd and how many launches this
would necessitate. NASA is principally concernedhwieturning to the Moon and possible sending missito
Mars, therefore, we had to translate variationgiiml and timing of Lunar and Mars missions to ldwwehicle
demand (see Silver 2005). Next, we created tenasicanbased on how many lunar and mars missionbtrbig
launched during each time period and translates tthidifferent numbers of launches for each vehéoid, by
extension, different patterns of operations colstsgathe chance arcs in the time-expanded network.

T1 T2 T3 T4

@ F--0--F--@@,

FR+VR(D)

s
3
)

AY
v YV) [\
O S 8 M S A
,// \\\
\‘\ \ \\
v N \ A
e & le B le & e &
A}
\ /|

’,

& ! R
o wh

o & |lo & le 8 lo &

4 Architectures ; 4 Time Periods ; 4713 or 67,108,864 possible paths

Figure 9: The time expanded decision network (TDNpor the launch vehicle case
Step 4: Path Optimization

Once the demand scenarios we created and theimgsaterations costs coded into the network wetliametwork
optimization algorithm under each scenario. Theltesas ten different shortest paths through tfeedicle, as a
function of each demand scenario. We found that twb vehicle configurations (1 and 3) were everdiand that,
moreover, no switches were ever used. Figure @étilites the two shortest paths, and Figure shimsviotal life-

cycle cost predicted for each scenario.
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Figure 10: Two resulting shortest paths through thdife-cycle

85 A lunar mission requires approximately 130 metdns to lunar orbit, while a Mars mission requicesthe order of 700
metric tons to be delivered to Low Earth orbit.
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Step 5: Iterative Design

The results demonstrated that two vehicles (condiipn 1 and 3, respectively) were optimal unddfedent
operating regimes and immediately raised the qouestWould it be worthwhile to decrease the switchingtso
between these two vehicles and, if so, how muaiigine be willing to pay to do tHidNe therefore systematically
lowered the switching costs between these two lehimanually, in order to determine (a) at whatdving costs
did switching start to occur under each demandai@mnd (b) what were the savings, if any, inlttfa-cycle
cost.

More specifically, we systematically lowered thestcof switching from the EELV-derived vehicle (sinialunch
vehicle used initially for Moon missions) to theustte-derived SRB vehicle (larger vehicle usedNtars missions
later) from $4 billion dollars to $1 billion to d@mine how much this would change the path takesr the life-
cycle of the system. The results are summarizéeigare . We found that if the switching cost is &e$4 billion,
one switch is made in scenario 8 after 2 time msrethis is a scenario where we encounter few loniasions
initially and many Mars missions later. As the shihg cost is lowered further, switches also odecunther
scenarios, see Fig.12.

Swih Cost

Amhiot Scenaio Scenaric 10 Scenarnic 7 Scenaric b
1 4 i T & i LY I Y
&1 Bilion TR g | s s .I.'. waal i & &lt-®l% 548 \ i 13
& | \ 5, | ] L ¥ R N e
\ oy 4ty | 4§ pt—y
e R Y M .l' .'I i .Il
$2 Billon grrrgrey i X Ly 1
| b 1 sy
P itx e 4uf & (PR |
Rl i B Eel ¥
i A Rl
s A
%4 Blkon 'x__.,- \

Figure 12: Switches as a function of switching cogvel between $1-4 billion

12
American Institute of Aeronautics and Astronautics



Calculating the Benefit

What would be the benefit of lowering switching tom this way? The answer depends on the exantsoethat
ends up occurring in the future. The simulationsdestrated that if scenario 8 did occur, that acdwbetween the
vehicles occurs even at a relatively high switchéongt. This implies that if scenario 8 were to o¢tiie savings of
lowering switching costs between these vehicles ldvdae high. Another way to present this, howevertd

determine how much is saved in terms of expecteatli€@ach scenario is equally likely—in our calserée are ten
scenarios, so each scenario would have a 10% clodioceurring.

Figure 13 illustrates the total life-cycle cost agunction of the switching cost between the vadsiclboth for
scenario 8 in particular and for the case whereyeseenario is equally likehSC_Normais the original case (with
switching costs shown in Table 2), so it shouldibed as the baseline. The results demonstratettestd, savings
are greatest if scenario 8 occurs, but that theralao LCC savings on average across all scenarios

Life Cycle Cost - Average and Sc. 08

22 @ Average
21 -H m Scenario 08

20
19
18

LCC ($Billion)

17
16

15 A

SC_1000 SC_2000 SC_3000 SC_4000 SC_50005¢ Normal

Switch Cost EELV - SDV Baseline

Figure 13: Total Life Cycle cost as a function ofwitching cost between EELV (3) and SDV vehicle (1)

Figure 14makes this even more apparent. It shows the exagtiat saved as switching costs are lowered between
the two most-used vehicles.

Total Savings as a function of Switch Costs
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Figure 14: Total LCC Savings as a function of switging cost

If we think all scenarios are equally likely, wencsave up to $600 million by lowering the switchicmgsts to $1
billion dollars. If we think that scenario 8 wilkgbably occur, we can save as much as $2.8 Biliptowering the
switching cost between configurations 3 and 1 tddlibn. This, therefore tells us exactly how mueh should be
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willing to pay to lower the switching costs to teadesired numbers. This in a way is the maximumrepnie would
be willing to pay on a real option that allows (lldgesn’t require) switching from configuration 3HEV) to 1
(SDV) at a later date. If it is cheaper to lowee gwitching costs than not to switch and incur reitcosts due to
inefficiency, then the switching costs should bedoed. If this is not the case, then it makes nserese to keep the
switching costs where they are. Two final pointswdt be noted. First, we can weight scenarios aple&se rather
than resorting to averages. Second, lowering thtelsing cost might change the performance chariaties of the
system, and therefore change the life-cycle ca$tis. should be taken into account during iteratiesign.

IV. Conclusions

TDN represents an advancement over similar mettmdssign and analyze system flexibility. Firgsiformulated
to enable designers to explicitly address the @mldf high switching costs, a principal cause chaectural lock-
in, early in the design process in a clear androige manner. Second, by exploiting the inherenictitre of the
time-expanded graph, TDN overcomes the problemxpbeentially branching development options, a serio
impediment to the practical implementation of b8tal Options and Decision Theory-based design rdetho
this way, TDN reformulates life-cycle evaluation asnetwork optimization problem with clearly defiheser
inputs. Third, TDN enables quantitative, user-digdcscenario planning. Fourth, TDN lends itselfilgat
implementation as an iterative computational toeetjucing the cognitive load on system designers alaaving
them to concentrate on design alternatives, switchiptions and development scenarios. Finally,nie¢hod is
generic, being applicable to any systems and sstesys where architectural lock-in and the high-ahiitg costs
are a problem. Examples of applications that caidd TDN would be the design of a factory under rtage
capacity requirements, or fleet acquisition fora@tine under uncertain traffic models.

Some notes on the TDN Model Formulation

The generic modeling framework described abovelmimplemented in many different ways based oniipec
modeling demands. Some issues raised in this gapdriefly noted below.

» Complete InformationClassic Shortest Path Algorithms assume perféatritation about future operating
costs. In reality operators do not know what opegascenarios will exist in the future. This cantbken
into account by revising the shortest path algorhand only taking into account fewer future time
periods. However, one must be careful in implenmgnthis, as the goal for the model is to incregstesn
flexibility and not to recreate an operating enmir@ent per se. It is likely what is needed earlyian
assumption of complete information together witk thost likely demand scenarios, to identify how to
maximize useful switches.

e Number of Time Period&Ve can split the life-cycle into an arbitrary numioé time units with each time
unit representing an arbitrary amount of real-wairiake.

» Time to switchSwitching time can be modeled in similar way tassic “Project Cost Curve” problems. In
these it is generally assumed that a project isrdered set of jobs. Each job has an associatedahor
completion time and a crash completion time, aedcthst of doing the job (in our case, making thichy
varies linearly between these two times. Projest carves also have a long hist¢Rord & Fulkerson p.
151).

e Mixed StrategiesWe may want to operate more than one kind of éesyst time. This can be done by
sending more than one unit of flow through the mekwThis is an area for future study.

TDN developed from the realization that, if progermed, switching costs between system confignmatdefine
a network whose nodes are point-designs and ats-aos both operating and switching costs. Usingepts from
operations research, this “static network” can kpaaded into a “time expanded network” in ordemtodel a
complete life-cycle. The time expanded network fes a compact representation of all possible deveént
paths for the set of point designs, and thus avexg®nentially branching development options o&iaoountered in
traditional decision theory. Used in conjunctiorthv@stablished cost modeling techniques includiregestimation
of fixed and variable operating costs, the timeasqded network model can be implemented as a safttoat and
used iteratively to identify optimal switches arebsijn increasingly complex evolvable systems.
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Appendix : N-Squared Diagram of the Software Tool @eated to run TDN
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